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Zusammenfassung

Die Entwicklung von Hochleistungsiibertragungstechnologien wird vom kon-
tinuierlichen Wachstum des Datenverkehrs vorangetrieben. Von der drit-
ten Generation der optischen Netze wird erwartet, dass deren photonische
Verschaltung die zukiinftig benétigte Bandbreite und Skalierbarkeit bere-
itstellt. Optische Burst Vermittlung (OBS) wird als Vermittlungsprinzip
prasentiert, das durch statistisches Multiplexen in der optischen Doméne
beides, Flexibilitat und Effizienz, bietet.

Ein OBS Netz kann in Randknoten und Kernknoten unterteilt werden. Dig-
itale Datenpakete werden in Randknoten zu Bursts zusammengefasst, und
vice versa extrahiert. Somit verbinden Randknoten die digitale mit der op-
tischen Doméane. Kernknoten leiten die optischen Bursts wellenlangengemu-
Itiplext iber Glasfasern Schritt fiir Schritt in Richtung ihres Zieles, sind also
photonische Vermittlungsknoten. Dabei wird im zumeist ein Reservierungs-
protokoll ohne Bestétigung verwendet. Die Ubertragung vieler Daten-
pakete in wenigen Bursts reduziert den Verarbeitungsaufwand je Paket, und
die unbestétigte Reservierung ermoglicht Latenzen die wesentlich kleiner
sind als jene die fiir verlassliche Durchschalteverbindungen erforderlich war-
en.

In der Praxis werden die meisten OBS Knoten sowohl die Funktionalitat
von Randknoten als auch jene von Kernknoten bereitstellen miissen. Diese
Dissertation befasst sich mit der Studie dieser kombinierten Knoten, im
weiteren als ECJN bezeichnet. Eine wesentliche Herausforderung beim En-
twurf eines ECJN ist die faire Bedienung von lokal erzeugten Bursts und
weiterzuleitenden Bursts je Ausgangskanal. Erstere konnen warten, zweit-
ere nicht, womit sich ein hybrides Warteschlangen/Blockierungs-System
ergibt. In dieser Dissertation werden die Eigenschaften von aus ECJN
bestehenden OBS Netzen mittels Simulationsstudien evaluiert. Es wird
gezeigt, dass der weiterzuleitende Datenverkehr die Wartezeit der lokal
einzufiigenden Burst beeinflusst und vice versa, dass die Verlustrate der
weitergeleiteten Bursts durch den lokal eingefiigten Datenverkehr erhoht
wird.

Die Kombination von speicherlosen Kernknoten und unbestétigter Reservi-
erung fithrt dazu, dass gelegentlich ein Burst nicht weitergeleitet werden
kann und verworfen werden muss. Folglich ist ein garantierte Vermittlung



flir OBS Netze dieser Art nicht moéglich. Um diese Verluste gering zu hal-
ten wurden etliche Staubeseitigungsanséatze in der Literatur vorgeschlagen:
Glasfaserverzogerungsleitungen und Umleiten sind wohl die am allgemein-
sten anwendbaren.

In Bezug auf ECJN erkennen wir, dass alle Funktionen fiir das elektron-
isches Speichern und spétere Weiterleiten von blockierten Bursts vorhan-
den wéaren. Im zweiten Teil der Dissertation wird die Speicherung block-
ierter Bursts als Staubeseitigungsmechanismus untersucht. Da elektronis-
ches Speichern dem Grundgedanken von OBS widerspricht, konzentrieren
wir uns auf limitierten Einsatz dieser Option (RIB) und zeigen mittels Sim-
ulation, dass bereits mit geringem Zwischenspeichern die Burstverlustrate
deutlich reduziert werden kann.

Im letzten Teil beschaftigt sich die Dissertation mit adaptivem Routing.
In der Literatur vorgeschlagene Strategien werden mittels Simulationsstu-
dien untersucht und verglichen. Ein smartes Routenselektionsschema das
sich unterschiedlichen Netztopologien anpasst wird definiert, und gezeigt,
dass dieses in allen untersuchten Szenarios von Vorteil ist. Sowohl fiir gle-
ichverteilte Last als auch distanzabhangige Verkehrsverteilung wird damit
die Burstverlustrate verringert und eine hohere Netznutzung erreicht.



Abstract

The evolution of high speed transmission technology is driven by the con-
tinuous growth of data-traffic. Third generation optical networks are envi-
sioned as the most appropriate solution to meet future bandwidth and scal-
ability demands by means of all-optical switching. Optical burst switching
(OBS) is proposed as a switching paradigm that offers both, flexibility and
efficiency, through exploiting statistical multiplexing in the optical domain.

The OBS networks may be divided into edge nodes connecting the optical
domain with the digital domain, and core nodes that switch optical bursts
toward their destination. Incoming data packets are assembled into opti-
cal bursts at ingress nodes. These bursts are then transmitted hop-by-hop
over wavelength division multiplexed (WDM) optical fiber links, commonly
using an unacknowledged one-way reservation protocol. The transmission
of many packets encapsulated in few bursts reduces the per-packet pro-
cessing overhead, and the one way reservation scheme enables a latency
considerably shorter than the latency required to reliably setup an optical
circuit.

For practical deployments the majority of OBS nodes will have to combine
both functionalities, that of edge nodes and that of core nodes. This thesis
focuses on the study of these combined nodes, hereinafter called edge-core
joint nodes (ECJN). The major challenge in the design of an ECJN is that
the locally assembled bursts and the transit bursts are switched to the same
output channels. The first can be buffered, the latter not, which causes a
hybrid queueing/loss system. In this PhD thesis, the performance of OBS
networks composed of ECJN is evaluated through simulation studies. It
is shown that the transit traffic volume affects the waiting time of locally
assembled bursts, and vice versa, that a high ingress data-rate causes in-
creased burst loss-rates for the transiting bursts.

The combination of bufferless core nodes with a one-way reservation strat-
egy causes that sometimes a burst would require a currently occupied re-
source, and that in consequence it is dropped. Thus, assured transmission
is out of the scope for any OBS network of this kind. To reduce this issue
several contention resolution approaches have been proposed in the litera-
ture; fiber delay lines (FDLs) and deflection routing are the most generic
among them.



Considering ECJN we recognize that these in principle have all the facilities
required to electronically buffer and later re-insert a blocked transit burst.
In the second part of this PhD thesis the option to buffer transit bursts is
examined as contention resolution approach. Because electronic buffering
is opposing the OBS intention, we concentrate on restricted intermediate
buffering (RIB) and show by simulation results that with limited buffering
options the burst loss rate can be significantly reduced.

Finally, the PhD thesis emphasizes on adaptive burst routing techniques.
Strategies proposed for OBS in the literature are evaluated and compared
by means of simulation studies. A smart route selection strategy is defined,
one which is adaptable to different network topologies, and it is shown to
perform better for all considered scenarios. Also for uniform as well as
distance dependent traffic distribution it achieves reduced burst blocking
probability and better network utilization.
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Chapter 1

Introduction

The exponential growth of internet traffic is actuating the need for high
speed transmission technology that can meet the bandwidth demands of to-
days bandwidth-intensive applications and society’s increasing reliance on
communication networks. Wavelength division multiplexing (WDM) net-
works with capacity to transmit several terabits of data over optical fibers,
offered huge capacities and proved to be the most promising transmission
technology in the last decade. In the deployment of WDM networks, the
optical signal has to go through a bottleneck of optical-electrical-optical
(OEO) conversion at the core part of the network. The next generation of
optical networks are supposed to provide the facility of optical switching,
with the breakthrough in optical technology, where the optical signal trav-
els all optically through intermediate nodes, resulting prompt availability
of bandwidth to the end users.

Optical circuit switching (OCS), optical packet switching (OPS) and op-
tical burst switching (OBS) are considered to be the important switching
techniques available for the deployment of all-optical WDM networks. Op-
tical circuit switching has the limitations of long setup delay, low flexibility,
low network utilization, and therefore, can not handle the bursty internet
traffic. For optical packet switching, only preliminary components and
subsystems are available and this technology is waiting for a technological
breakthrough. Therefore, optical burst switching is supposed to achieve the
benefits of OCS while avoiding the limitations of OPS, capable to utilize
the huge bandwidth of fiber links more efficiently.



2 Introduction

1.1 Optical Switching Techniques

The electrical to optical shift of switching technology is stepping through
several phases. The first proposed idea was adopted from traditional voice
communication circuit-switched networks [Chlamtac92]. Optical circuit
switching (OCS) deploys wavelength routing (WR) which offers circuit
switching services at the granularity level of wavelengths. The success of
electronic data packet networks is supposed to be a driving force for the re-
search in the area of optical packet switching (OPS) based optical networks
[Chiaroni95]. Due to the lack of optical processing and buffering, OPS is
very difficult to be deployed in the near future. Optical burst switching
(OBS) was proposed in [Turner99, |Qiao99] with the objective to overcome
the low flexibility of OCS and technological limitations of OPS. The prin-
ciple of operation of all three optical switching technoligies is described in
the following sections.

1.1.1 Optical Circuit Switching (OCS)

In OCS or wavelength routed networks, an all-optical wavelength path,
called lightpath, is established between source and destination by dedicat-
ing a wavelength on evey link along the selected path. The data transmis-
sion on a lightpath does not require optical-electrical conversion, and the
lightpath is released after the data transfer. In a lightpath, the same wave-
length on all the links is used in case no wavelength conversion is available
on intermediate nodes, reffered to as wavelength continuity constraint. In
OCS networks, the smallest switching entity is a wavelength.

On any fiber link of a wavelength routed network, no wavelength sharing is
allowed between two distinct lightpaths. Moreover, lightpath connections
are static and may not be able to accomodate the bursty internet traffic in
an efficient manner.

1.1.2 Optical Packet Switching (OPS)

In optical packet switching networks, data packets are statistically mul-
tiplexed in all-optical domain, with wavelengths sharing on optical links.
Packet headers are supposed to be optically processed, but due to hardware
constraints, packets are delayed (temporarily buffered) at the switch input
and packet headers are processed in the electronic domain. Packets are
processed and forwarded hop-by-hop until they reach at the destination.
OPS is foreseen as a promising technique for the next generation WDM
networks.
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1.1.3 Optical Burst Switching (OBS)

OBS was proposed to overcome the shortcomings of both OCS and OPS. In
OBS networks, the data packets are assembled into a super packet, called
burst. A control packet is sent to the core network, which reserves the
resources for the incoming burst. The burst cuts through the core network
all-optically up to the egress node, which disassembles the burst into packets
and forwards the packets to the destination networks. OBS provides better
network utilization as compared to OCS networks, and technologically less
complex than OPS networks.

1.2 Focus of the Thesis

Optical burst switching (OBS) is the most promising optical switching tech-
nology in terms of architecture, control coplexity, performance and flexi-
bility. The motivation behind this work is in depth analysis of important
functions at node and network level.

OBS networks are divided into two functional domains, the edge and the
core. The edge node is the interface of the core optical part, where IP
packets arrive from multiple sources. Packets for the same destination
egress nodes are assembled into one single unit, called burst. After the
completion of the burst assembly, a control packet is sent to the selected
path to reserve the resources for the considered burst. The control packet
goes through the core network hop-by-hop on dedicated control channels,
and processed electrically. The core nodes reserve resources for incoming
burst, and after an offset time, the edge node releases the burst. The burst
travels all-optically to the destination egress edge node which disassembles
the burst into packets and forwards them to corresponding destinations.

A vast literature is devoted to the study of edge and core nodes, and their
individual components. In future deployments of dynamically reconfigure-
able networks, most of the nodes have to combine both the functionalities
of edge nodes and core nodes. In this thesis, combination of both edge
and core node, called edge-core joint node (ECJN) is studied, individual
component functionalities for mixing of local assembled and transit traffic
is studied.

In general, OBS networks use one way reservation schemes, resulting an
end-to-end transparent connections. Due to the statistical multiplexing,
some bursts competing for the same resources contend with each other,
and some requests are dropped due to the unavailability of resources. The
contention in the core network and retransmission of data from upper layers
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causes congestion in the core network, which significantly degrades the
performance of OBS network. Therefore, contention resolution mechanisms
are required to resolve contention.

The architecture of an ECJN provides the facility to electronically buffer the
transit bursts, which were going to be dropped due to the unavailability of
output wavelength channel. Intermediate buffering using ECJN is proposed
as a contention resolution mechanism, which also improves the fairness
among the drop rate of bursts with different hop counts.

One of the proactive contention resolution strategy is adaptive routing,
which balances the load on the network and better utilizes the network
resources. Most of this work is devoted to the study of suitable routing
strategies for OBS networks to reduce the possibilities of contention. It is
the trend set in OBS studies that newly proposed route calculation and
selection strategies are compared with the shortest path routing. The rea-
son behind this is unavailability of complete simulation parameters, and
custom development of simulation environments. In this work, some rout-
ing strategies are selected from the literature and simulated under uniform
network scenarios for fair comparison. At the end, a new route selection
strategy is proposed which gives better results in terms of the burst loss
rate.

1.3 Contributions of the Thesis

Main contributions of the thesis which address the major issues in the
development of OBS networks are:

1. Development of an OBS simulator as an extension to the existing in-
house developed simulator, IBKSim. The OBS part of the IBKSim
is capable of simulating individual nodes as well as complete OBS
networks. Simulator’s modular structure provides high degree of flex-
ibility and its object oriented design approach facilitates further ex-
tension of components and modules.

2. Edge-core joint node (ECJN) is studied for the future deployment of
OBS networks, its architecture and individual components are ana-
lyzed.

3. A new scheduling algorithm, called here the composite edge core
scheduling with void filling (CECS-VF) is proposed for the mixing
of local and transit traffic in an edge-core joint node of OBS network.
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4. Restricted intermediate buffering (RIB) is proposed as a new con-
tention resolution approach where contending bursts may be buffered
in the core part of the OBS networks. It is shown that the intermedi-
ate buffering also helps to improve the fairness in terms of drop rate
of different hop-count bursts.

5. Adaptive routing in OBS networks is studied, and routing strategies
from the literature are simulated under uniform network parameters
to compare the results. A new route selection strategy is proposed
which is adaptable to various network topologies and performs better
in all considered scenarios. The results under uniform and distance
dependent traffic scenarios are compared with the selected routing
strategies to show the improvement in terms of burst blocking prob-
ability and better network utilization.

1.4 Organization of the Thesis

This thesis consists of six chapters. Chapter 2 summarizes the funda-
mentel concepts of OBS networks such as burst assembly, routing, channel
scheduling, signaling and resource reservation schemes, contention manage-
ment and QoS support in OBS networks.

Chapter 3 gives a brief introdution of the OBS simulation environment
developed to assist the study of OBS networks. The edge node, core node
and edge-core joint node with respect to the internal node structure and
linking of components are discussed. A high level view of implemented
algorithms is also presented.

Chapter 4 consists of detail description of an edge-core joint node (ECJN),
requirements of such a node, its architecture and functionalities. The
scheduling and routing of the joint node is a combination of both edge
and core nodes. As for both functionalities, a node has to deal with two
types of traffic. It is shown that higher transit traffic effects the local traf-
fic, and vice versa, the high local load increases the drop rate of the transit
traffic. Restricted intermediate buffering is proposed for contention resolu-
tion in the core part of the network, simulation results prove that the use
of intermediate buffering reduces the overall loss rate.

Chapter 5 discusses the adaptive routing in OBS networks. Existing
routing strategies from the literature are implemented in simulation and
the results are compared for three network topologies. Results show that
different routing strategies give different results in different network topolo-
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gies. A new route selection strategy is proposed which performs better in
comparison to all the considered topologies.

Chapter 6 concludes the thesis.



Chapter 2

Optical Burst Switched Networks

Optical burst switched (OBS) networks were proposed to overcome the dis-
advantages of optical circuit switching (OCS) and hardware limitations of
optical packet switching (OPS). The main features of OBS networks are
aggregation of data packets at the edge nodes, strict seperation of control
and data, electrical control information processing, and all-optical data
transmission without optical-electrical conversion. In the last decade, a
lot of research is devoted to analyze the functionalities of OBS networks
which include burst assembly, resource reservation, routing in OBS net-
works, wavelength scheduling, offset time issues, quality of service and con-
tention resolution approaches.

This chapter describes the architecture of OBS network. Its two fucntional
blocks, the core and the edge are discussed and proposed strategies for
individual functions of OBS network are described in detail. Section 2.2]
and Section provide the architecture of edge and core node. Section
[2.4] explains the assembly process and proposed assembly algorithms re-
spectively. Section highlights the routing and load balancing in OBS
networks. Section explains different scheduling algorithms proposed in
the literature. In Section different signaling and resource reservation
schemes in OBS networks are discussed. Section 2.8 is dedicated to the
contention resolution approaches proposed in the literature. Section
gives the quality of service support in OBS networks.
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2.1 OBS Network Architecture

Optical burst switched (OBS) networks are divided into two functional
domains. Ingress and egress nodes are termed as edge part of the network
comprising of edge nodes, whereas, the intermediate or core part of the
network consists of core nodes. The architecture of the OBS network is
shown in Figure

CIANECH ' client networks @ é >y

WDM links } ( % } (
& & &

Figure 2.1: Optical burst switched (OBS) network.

The core nodes have WDM connections between each other and to the edge
nodes. The edge nodes, connected with client networks such as ethernet,
IP networks and MPLS networks, act as an interface of all-optical core net-
work. Data packets from the client networks, destined to the same egress
edge node, are aggregated into the bursts and transmitted optically to the
core network. A control packet is sent before release of the burst on the
selected path of the burst which reserves the resources for the preceding
burst. This control packet, referred to as a burst control packet (BCP) is
forwarded optically on the dedicated control channels, contains information
about the incoming burst such as arrival time, length, wavelength, source,
destination, class of service, index of the selected pat}ﬂ and other required

In case of adaptive routing, one of the path is selected for every burst from the k
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information. With the help of BCP, the core nodes perform burst forward-
ing and reserve resources for the incoming burst. Burst forwarding is done
after routing decision in which output link of the core node is determined
for the destination of the burst. Resource reservation function reserves
the output wavelength channel on the selected output link for incoming
burst. In case, at the time of burst arrival, the output wavelength is al-
ready occupied, a contention resolution mechanism is applied if applicable.
If contention resolution mechanism remains unable to find alternative re-
sources for the burst, the burst is dropped at the current node and BCP
is not forwarded to the next nodes. When the burst reaches at the desti-
nation edge node, the edge node disassembles the burst and forwards the
data packets to destination client networks.

2.2 Edge Node

Edge nodes are connected to client networks which can be any legacy net-
work, for example, IP, MPLS, ATM, SONET/SDH. On the other side, the
edge nodes have WDM connections with core nodes. An ingress edge node
converts the data packets from client networks in to the OBS packet, called
burst. An egress edge node is responsible for retrieving the data back from
the burst and forwards it to the respective client networks. Following are
the primary functions of an OBS edge node:

aggregation of the data from client networks
burst assembly

route calculation or selection for the burst
channel scheduling

offset time management

generation of a burst control packet

and burst transmission

As shown in Figure[2.2] packets from client networks arrive at the edge node
which are classified according to their forward equivalence class (FEC).
Each FEC describes packets of similar characteristics, for example, packet
destination, quality of service (QoS), class of service (CoS). Packets for
each FEC are aggregated into different queues and bursts are assembled
according to the burst assembly algorithm used. Feasible path for the
destination of the burst is found and the offset time is computed according
to the number of hops the burst has to traverse. Additional offset time

available paths, in this case, the BCP contains the index of the selected path needed to
get the next node from the forwarding table.
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Figure 2.2: OBS edge node architecture.

can be applied in case QoS provisioning is available. The burst is buffered
in the burst transmission queue, and scheduling algorithm searches for the
output wavelength. If any of the wavelength is available for the time of
burst length (according to the scheduling algorithm used), it is reserved
for the burst transmission. A burst control packet is sent to reserve the
resources for the burst, and the burst is forwarded to the scheduler buffer.
The burst is released after the offset time is elapsed. Offset time is the time
difference between the release of burst control packet and the corresponding
burst. The control packet is processed electronically, for which every core
node needs processing time and the setup time for the incoming burst.
Therefore, both the control packet and the burst are released with a time
difference, which is usually the multiple of processing time of one core node
and the number of hops the burst needs to traverse to reach its destination.

2.3 Core Node

Core nodes switch the incoming bursts all-optically from one fiber link to
another. The architecture of a core node is given in Figure [2.3] Core node
performs following primary functions:

electronic processing of control packet
burst forwarding

scheduling

contention resolution (if applicable)
optical switching of burst

In each core node, there is an interface of seperation of control and data
wavelengths. The core nodes have two parts, control unit and switch-
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Figure 2.3: OBS core node architecture.

ing unit. Control packets arriving on dedicated control channels, are for-
warded to the control unit, converted to electrical domain, and processed
to retrieve the required information. Burst forwarding is performed from
routing lookup table, and the scheduling module searches for the availabil-
ity of output wavelength for the incoming burst. If wavelength is found,
it is reserved and switching operation is scheduled for the arrival time of
the burst, and control packet is transmitted optically to the next node. In
case of unavailability of the output wavelength channel, the core node ap-
plies the contention resolution mechanisms available in the router, such as,
wavelength conversion, delaying using fiber delay lines (FDL), deflection
routing, etc., and updates the control packet for the change of resources,
and transmits it to the next node. In case of unavailability of resources,
even with the contention resolution mechanisms, the burst is dropped at
the current node, and the control packet is not forwarded to the next node.
The control unit configures the switching unit for the optical switching.
Switching unit consists of optical switching cross-connect (OXC) and other
dedicated components. The other components in the switching unit are
wavelength converters and fiber delay lines which are used for the con-
tention resolution.
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2.4 Burst Assembly

The key feature of an edge node is to assemble the packets into a super-
packet, known as burst [Qiao99]. Burst assembler performs the burst as-
sembly, in such a way that there exists one queue for each destination,
incoming packets are classified according to their destination. If OBS core
network supports service differentiation based on the class of service (CoS),
than instead of one queue per destination, there may be K queues for each
destination, given that there are K supported service classes [Xiong00].
The architecture of a typical burst assembler is shown in Figure [2.4

Destination 1

length
time
CoS 1

> —IT—

< :leh :
>[I T

Classifier

1 L}
— | [}
= | [}
= I |
packets 7 | |
& 1 |
© | |
—_— Assembled
Destination N bursts
length
time
CoS 1
. >[I 1
) length
CoS K, time
+r||||||@&——»j

Figure 2.4: OBS assembler architecture.

Packets are aggregated into the specific queues, and when a certain condi-
tion is triggered, all the packets in the queue are grouped to form a burst.
Burst assembly algorithms define when to complete the burst assembly
process. These algorithms can be time based, size based or hybrid based
assembly algorithms. In time based assembly algorithms, arrival of first
packet in the queue starts the assembly, and the assembly is finished when
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the time threshold is met. Time based assembly algorithms assemble bursts
of large sizes in high load scenarios, and vice versa, small burst sizes in low
load scenarios. Whereas, the interdeparture time is deterministic. In the
size based assembly algorithms, the burst is assembled when the size of
the queue reaches a certain threshold. The size based assembly produces
deterministic size bursts while the bursts interdeparture time is low in high
loads and high in low loads. Moreover, in low load scenarios, the assembly
time increases.

To overcome the shortcomings of time and size based assembly algorithms,
hybrid assembly is proposed [Yu02], in which burst assembly finishes when
the timer expires or the burst length exceeds the fixed threshold, whichever
happens first.

The interdeparture time and the size of the bursts are dependent on the
type of assembly scheme adopted. Traffic characteristics of the assembled
bursts have been studied in [Yuanlll [HayatI1a].

2.5 Routing in OBS Networks

Assembled bursts are forwarded to the routing module, which either calcu-
lates the feasible path for the burst, or selects the most feasible path from
the pre-calculated paths. Path calculation and selection in OBS netwoks
are discussed in detail in Chapter [5] Path calculation or selection is per-
formed only in edge nodes, whereas, only forwarding is performed in the
core nodes.

In case adaptive routing is implemented in the network, the core nodes up-
date the status of their output links periodically, based on a certain criteria.
These status messages can be probe based or broadcast based. The edge
nodes utilize this status information while selecting the path for bursts. The
status information can be link load, link utilization, link blocking proba-
bility or any other kind of information required by the implemented route
selection scheme. Adaptive routing performs better than the shortest path
routing, reduces overall burst loss rate, balances load on the links, increases
throughput of the network and as a result, better utilizes the network re-
sources.

2.6 Channel Scheduling

After the routing decision in an ingress edge node is made for a burst, the
burst is ready for channel scheduling. Similarly, in the core node, after
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the forwarding decision is made, channel scheduling decides which output
wavelength is to be reserved for the considered burst. Scheduling algorithm
also undertakes the assignment of wavelength converters and fiber delay
lines (FDL) if contention resolution is needed in the core node.

A channel scheduling algorithm keeps reservation record of all the output
wavelengths. When a burst or a control packet is arrived, the channel
scheduling algorithm finds the time slot of burst size to schedule the burst
on a particular wavelength. If there exists no free slot to fit the burst,
alternative resources are utilized using contention resolution mechanisms,
if applicable in the node.

Channel scheduling algorithms can be categorized into two types, non-void
filling and void filling scheduling algorithms. Non-void filling algorithms
only keep track of the latest available unscheduled time, which usually is
the end time of the last scheduled burst on the wavelength. These algo-
rithms are very simple to implement, but result in low utilization of the
channels. Void filling algorithms are taking advantange of the voids cre-
ated by the random scheduling of bursts and statistical multiplexing using
advance reservation. These algorithms keep record of each void, and try to
schedule the bursts even between the two already scheduled bursts. Void
filling algorithms are reletively complex in implementation but result in
high utilization of output channels and perform better in terms of burst
blocking probability, end-to-end delay and increase network throughput.

Figure describes the scheduling mechanisms for different proposed algo-
rithms. First fit unscheduled channel (FFUC) is a non-void filling schedul-
ing algorithm, which assigns the first available channel to the incoming
burst. Latest available unscheduled channel (LAUC) proposed in [Xiong00],
is also a non-void filling algorithms. LAUC assigns the latest available chan-
nel to the incoming burst, as shown in the Figure instead of selecting
wlp, it will select wly for scheduling. The logic behind this is the introduc-
tion of minimum gaps, and as a result, it increases the utilization of the
link.

First fit with void filling (FF-VF) is a variant of the FFUC algorithm, and
uses the voids to the incoming bursts. It assigns the first available void
to schedule the burst. Latest available unused channel with void filling
(LAUC-VF), proposed in [Xiong00|, schedules the bursts into the voids.
Similar to the LAUC, this algorithm schedules the burst on the channel
creating minimum void with the previous burst on the channel. This algo-
rithm performs better than FF-VF, because of the reason that it will not
schedule the burst in the bigger voids, which will remain available for the
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Figure 2.5: Channel scheduling algorithms in OBS networks.

longer bursts. Several variants of LAUC-VF algorithm were proposed in
[Xu03], these are, minimum-starting void (Min-SV), minimum-ending void
(Min-EV) and best-fit algorithms. All three of them are shown in the Fig-
ure Min-EV tries to minimize the gap with the next scheduled burst,
Min-SV minimizes the gap with the previous burst and Best-Fit searches
for the minimum void in total.

If channel scheduling algorithm remains unable to find the available out-
put channel for the incoming burst even after the contention resolution
mechanisms, one option is to drop the burst, and most of the scheduling
algorithms drop such bursts. Second option is to only drop the portion
of the burst which is contending with the already scheduled bursts. This
type of dropping is called segmentation based dropping. A scheduling al-
gorithm, minimum overlap channel (MOC) was proposed in [Vokkarane03],
which selects the channel on which minimum number of burst segments
need to be dropped. An extension MOC-VF was also proposed in the same
paper, which schedules the burst in the voids, and selects the channel with
minimum possible overlap. Scheduling of MOC is described in Figure [2.6
with and without void filling. This segmentation based dropping improves
the link utilization and overall packet drop rate of the network.
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Figure 2.6: Minimum overlap channel (MOC), (a) without void filling, (b) with void
filling.

2.7 Signaling and Resource Reservation

OBS networks can be differenciated from other switching because of its
signaling and resource reservation protocols. In an ingress edge node, before
transmitting the burst, a burst control packet is transmitted to signal the
core nodes for the reservation of resources and the burst is released with the
difference of an offset time. Signaling is performed on end-to-end basis for
every assembled burst. Two signaling schemes, tell-and-wait (TAW) and
tell-and-go (TAG) have been proposed for high speed networks [Widjaja95].
These schemes were originally proposed for ATM block transfer (ABT)
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protocol and were later adapted for OBS networks [Hudek95].

2.7.1 Tell-and-wait (TAW)

TAW is a two way signaling protocol which performs resource reservation
with acknowledgement. As shown in Figure 2.7 the ingress edge node
transmits a burst control packet (BCP) to the core nodes, the BCP is
processed at every core node, and an acknowledgement finally from the
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Figure 2.7: Tell and wait (TAW) signaling scheme.
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egress edge node comes on the same path. With the acknowledgement,
every core node explicitly reserves the resources. The burst is released
upon the acknowledgement and a burst release packet (BRP) is necessary
for the release of reserved resources. T'wo-way signaling increases the setup
time for the burst transmission, but good for the loss sensitive traffic.

2.7.2 Tell-and-go (TAG)

TAG is one way signaling scheme and does not wait for the acknowledge-
ment after the control packet transmission. The burst is released after a
fixed offset time, without knowing that the core nodes remained successful
in reservation of resources or not. They caused much reduced setup time,
and are very good for delay sensitive traffic. There are two variants of TAG,
just-in-time (JIT) and just-enough-time (JET) signaling.

Just-in-time (JIT)

Figure[2.§ describes the functionality of JIT protocol. When BCP reaches a
core node, the core node looks for the resources and reserves immediately if
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Figure 2.8: Just in time (JIT) signaling scheme. BRP: burst release packet.
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available. The burst is transmitted from the ingress edge node after the off-
set time and after the transmission of complete burst, a burst release packet
(BRP) is transmitted for the release of the reserved resources. Therefore,
JIT is an immediate reservation and explicit release signaling scheme.

Just-enough-time (JET)

JET was proposed in [Yoo97], performs estimated resource reservation and
release. As shown in Figure JET reserves the resources from the arrival
time of the burst, and they are automatically released after the burst is
transmitted. In other words, JET only reserves the resources for the length
of the burst in time. In JET the resources are reserved for less time and
link utilization is increased with the decrease in signaling overhead.
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edge node core nodes edge node
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Figure 2.9: Just enough time (JET) signaling scheme.

2.8 Contention Management

In general one way signaling is preferred in OBS networks. When two or
more bursts require the same resources at the same time, contention occurs,
and due to the bufferless architecture of OBS networks some of the bursts
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drop in the core network. Dropping a burst containing hundreds of pack-
ets, and retransmission of data from upper layers overloads the network.
Therefore, the contention resolution is one of the most challenging tasks of
OBS networks. A number of contention avoidance and contention resolu-
tion mechanisms have been proposed in the literature, which are classified
according to Figure [2.10)

Contention Management
Schemes in OBS

Contention Contention
Avoidance Resolution
Space Time Time Space Optical
Domain Domain Domain Domain Domain
. Signaling, Deflection
Adapjc e offset time, FDLs routing, burst Wavelen.gth
routing . conversion
assembly segmentation

Figure 2.10: Contention management in OBS networks.

There are two main approaches in OBS networks to deal with the con-
tention, contention avoidance and contention resolution:

2.8.1 Contention Avoidance

Contention avoidance is a proactive approach which tries to minimize the
contention. In other words, it avoids the contention before its occurance.
Adaptive routing is one of the proactive approaches to resolve the con-
tention in space domain. Adaptive routing algorithms are adaptive to the
current network situation, for example, link loads, burst losses, link uti-
lization, and select the route with the minimum possibility of contention.
That is why adaptive routing algorithms perform better than the shortest
path routing in terms of the burst loss probability. Adaptive routing for
OBS networks is discussed in detail in Chapter



2.8 Contention Management 21

Two way signaling, offset time selection mechanims and different burst
assembly techniques are contention avoidance techniques in time domain.

2.8.2 Contention Resolution

Contention resolution schemes are reactive approaches to resolve the con-
tention. Unlike contention avoidance, these approaches resolve the con-
tention when it occurs. Contention resolution can be categorized into time
domain, space domain and optical domain.

Time Domain

Fiber delay lines (FDLs) are proposed as a contention resolution mechanism
to delay the contending bursts for a fixed duration of time [Pedro07al. FDLs
are special type of fibers which allow limited fixed delayed transmission of
the optical signal. Without any storage, FDLs delay the signal according to
the propagation time of the signal in it. The delay achieved is proportional
to the length of FDL. For example, a 200-km standard FDL is needed to
delay a single burst for 1 ms [Jue05].

FDLs are used in groups to achieve variable delays, called FDL buffers.
When the wavelength demanded by the incoming burst is already occupied,
the scheduling algorithm looks for the available FDLs in the buffer, and
searches for the availability of wavelength after a delay. The wavelength is
reserved if it is available after the delay, BCP is updated with the delay
and forwarded to the next node.

Space Domain

Contention in space domain is resolved using deflection routing [Wang00],
in which the contenting bursts are deflected to less loaded output links. For
the application of deflection routing every core node calculates the alter-
nate path for every possible destination. Deflection routing also improves
the performance of the OBS network as compared to no deflection routing
IKim02, [Lee05]. Deflection routing has the problems of the potential net-
work loops, out-of-sequence delivery of packets and increased end-to-end
transmission delay, special algorithms are required to deal these issues.

Burst segmentation [Vokkarane(02al [Sarwar08] is another method of con-
tention resolution in space domain. In burst segmentation, only the over-
laping segments of the bursts are dropped instead of dropping the whole
burst. The burst, at the moment of assembly is divided into segments which
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are the partitioning points of the burst. Additional control information is
attached with each segment. Despite its contribution to the reduction of
burst loss rate, burst segmentation adds overhead to the complexity of an
OBS network.

Optical Domain

In optical domain, wavelength converters are used to convert the wavelength
of a contending burst to another available wavelength. Wavelength conver-
sion is an expensive optical technology, and there exists a variety of types
for wavelenth converters. They are mainly categorized as fixed wavelength
converters (FWCs) and tunable wavelength converters (TWCs). FWCs
have fixed input or output wavelenghts or range of wavelenghts, whereas,
TWCs are tunable to a range of wavelenghts both for input and output.
The third category, and the most expensive one is capable of converting any
input wavelength to any output wavelenght. A lot of research is dedicated
to the sharing of wavelenght converters among output channels and output
links [Eramo03, [Hayat11Db].

2.9 QoS Support in OBS Networks

Due to the bufferless nature of OBS networks, the loss in the core network
is unavoidable. Therefore, it is very difficult to ensure an absolute QoS in
OBS networks. In addition to the burst loss, end-to-end delay is another
important performance metric in OBS. End-to-end delay is dominated by
the assembly delay, but almost bufferless and fast transmission may result in
lower latency than in traditional data networks [KlinkowskiO7h]. Therefore,
relative QoS provisioning is proposed in OBS networks taking into account
the burst loss rate of different classes of traffic.

An offset time-based QoS provisioning mechanism was proposed in [Yoo00).
This mechanism assigns an extra offset to the high priority bursts, with a
small multiple of low priority bursts’ offset, as a result, high priority bursts
get less possibility of contending with other bursts. The authors claim
that an extra offset time equal to three and five times the mean burst
durations guarantees ninety-five percent to ninety-nine percent degree of
class isolation respectively.

Different burst assembly mechanisms are proposed to provide QoS in OBS
networks. A length-based burst assembly scheme in conjunction with a
burst segmentation policy to provide QoS is proposed in [Vokkarane(02b].
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Different size of bursts are assembled on the basis of QoS differentiation and
low burst loss of high priority traffic is achieved. Another two class system
with the high and low priority traffic was proposed in [Klinkowski05], in
which service differentiation can be provided on the basis of burst lengths
when combined with offset time and preemptive priority based QoS mech-
anisms. Use of void filling scheduling algorithms favors the bursts with
shorter lengths, therefore, high priority bursts are assembled with small
lengths.

Burst preemption based QoS mechanisms provide QoS to the high priority
bursts by preempting the already scheduled low priority bursts. Preemptive
latest available unused channel with void filling (PLAUC-VF), proposed in
[Kaheel03], guarantees QoS to high priority bursts. Probabilistic preemp-
tive burst segmentation (PPBS), proposed in [Tan04], enables the high pri-
ority bursts to preempt and segment low priority bursts in a probabilistic
fashion.
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Chapter 3

Simulation Environment

This chapter presents an overview of OBS simulator designed to facilitate
the study of OBS networks. The general network simulator IKNSim was
originally developed in 2004 [Schuringa04], many protocols were added over
the years to aid in the research work. The current version of the simulator is
refered to as IBKSim. This simulator is capable of simulating tiny queueing
models, single network nodes and able to asses the performance of bigger
networks. Its modular structure provides high degree of flexibility and
object oriented design approach facilitates extension on the development
part. A detailed description about the simulator is beyond the scope of
this document, this chapter covers only fundamental concepts needed to
simulate OBS networks. For the basic concept of IBKSim and the use
of XML as configuration and logging language the readers are refered to
[Wallentin10].

Later in this chapter the simulation of OBS networks using IBKSim is
discussed for edge, core and joint node. Burst assembly, scheduling, routing
and statistics in the simulator are discribed. Simulator is validated with
comparison of results with Erlang-B loss formula, and at the end some of
the simulations results are presented.

3.1 Simulation of OBS networks

The architecture of optical burst switched (OBS) networks has complex
structure and components of OBS network have high degree of freedom in
traffic pattern, arriving packet distribution, assembly techniques, class of
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service, routing protocols, scheduling algorithms, buffering requirements,
burst size, offset time settings and signaling protocols. So far, a vast litera-
ture on OBS is there and analytical modeling providing insights to individ-
ual components of OBS networks, but might scarcely cope with multiple
factors that may arise in complete network scenarios [PedrolalQ]. There-
fore, there coexists a need of simulation tools to evaluate the performance
of complex network architectures such as OBS.
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Figure 3.1: Flow chart of a typical OBS simulation.

The OBS module of IBKSim takes XML configuration file as input and
generates logging file in the form of XML file. In the configuration file
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the user can describe the whole simulation scenario, such as, run time of
simulation or number of specific events the simulation has to run, network,
nodes, components within the nodes, links between nodes and internal links
of components within a node. Figure demonstrates a typical simulation
flow of OBS network.

After the start of simulation, packet sources connected to edge nodes start
generating packets using packet size distribution and generate rate given in
input configuration file. Packets are forwarded to burst assembler module
which assembles packets into bursts according to given assembly scheme.
Assembled bursts are forwarded to routing module, which looks up the
routing table to forward the burst to relevant scheduler or the sink in case
current node is destination for the burst. Scheduler module searches for the
output wavelength, if found, the burst is forwarded to the routing module of
next node. Simulation lasts until the input simulation time or the number
of time the specific event is occured.

OBS is mainly composed of edge router and core router, which further
contain many components having number of internal connections. Both
edge and core router, and main components are discussed below.

3.1.1 Edge Node

The edge router or edge node of OBS network is responsible for burst
assembly, path selection or calculation for the assembled bursts, offset time
calculation according to class of service (CoS) and number of hops the burst
has to traverse and scheduling of bursts on the output wavelength channels.
Figure shows the components and internal links of the components
within an edge node.
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